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Abstract-- Frequency measurement algorithms implemented in 

the numerical relays today have largely been based on the 
behavior of conventional transmission system where rapid 
changes to frequency are not expected. The increasing penetration 
of renewable energy resources, especially inverter-based resources 
(IBRs) is resulting in lower system inertia. Though the grid codes 
and standards are moving in the direction of requiring IBRs to 
provide the ‘synthetic’ inertia through the means of Active Power 
Fast Frequency response, however, the response time and 
accuracy of such techniques itself depends on the speed and 
precision of frequency measurement algorithm within IBR 
controllers. In the nutshell, the faster and non-linear frequency 
excursions are expected and are observed in the grids with the 
higher penetration of IBRs. IEEE 2800 standard acknowledges 
frequency excursions during/after the fault in the grids dominated 
by IBRs and is defining frequency response requirement following 
the disturbances. IBRs and protective relays are expected to 
adhere to these requirements and ensure operation within defined 
margins. 

This paper identifies the challenges and discusses the 
improvements that can be made to the frequency measurement 
algorithms of the protective relays due to increasing penetration 
of IBRs. In this paper, firstly the frequency related challenging 
scenarios observed in the simulation of a power system with high 
integration of IBRs and real-life cases have been illustrated. 
Secondly, the implications of these challenges on the frequency 
measurement algorithm and consequently, the impact on the 
protection and control actions of frequency protection is also 
discussed. Thirdly, the prospective changes to the frequency 
measurement algorithm have been identified based on the 
presented detailed mathematical analysis. We then introduce the 
enhancements to the legacy frequency measurement algorithm. A 
thorough evaluation of the improved frequency measurement 
algorithm is performed, using both real field cases and simulated 
signals with real controller. 

I.  INTRODUCTION 

requency is generally understood as number of repetitions 
of an event over a specific time period. In power systems, 

frequency is the number of cycles per second (Hz) completed 
by the voltage or current signals. In conventional power 
systems the power source was almost invariably a synchronous 
generator. Therefore, the frequency of voltage and current 
waveforms was dictated by the rotating speed of the 
synchronous generator i.e.,  

 
𝑓 = 𝑓 ∗ 

𝑃

2
 

( 1) 

where fe represent electrical frequency of power system 
(voltage/current signal frequency); fm represents mechanical 
frequency of the synchronous generator rotor; P is the number 
of poles of the synchronous generator. 

Since, the frequency of the voltage and current waveforms is 
closely related to the rotational speed of the generator, the 
frequency measured from voltage/current signals provides us 
with very critical information the state of balance between 
power generation and consumption. The decrease in frequency 
from its nominal value or Under-frequency (UF) condition 
indicates that the synchronous generator is slowing down, 
indicating that the power consumption is higher than the power 
generation. The system operator can therefore take the 
corrective action of increasing the power generation or 
shedding the load. The increase in frequency or Over-frequency 
(OF) condition implies that synchronous generator is speeding 
up indicating higher power generation than the consumption, 
and the operator could curtail the generation as corrective 
action. The Rate of Change of Frequency (RoCoF) as the name 
suggests measures the rate at which frequency is changing with 
respect to the time. RoCoF indicates the pace of the imbalance 
that is occuring between power generation and consumption. 
Higher the value of RoCoF, the faster is the pace with which 
the balance between generation and consumption is 
deteriorating. If the RoCoF is negative the operator can shed the 
load or increase the generation, and if the RoCoF is positive 
then operator can curtail the generation. The overexcitation 
protection (V/Hz) for generators and transformers is another 
application where accurate information is required. 

Apart from the frequency relaying, accurate estimation of 
frequency is very important for accurate phasor estimation. An 
error in frequency estimation induces an error in the phasor 
estimation, which results in deterioration of the phasor-based 
protection and control functions. 

From the above discussion, it becomes clear that frequency 
of the system provides very critical information about the 
system health. Since, the voltage and current frequencies are 
closely related to the frequency of the synchronous generators, 
the voltage and current signals have been widely used to 
measure the system frequency.  

In the recent years the contribution from renewable energy 
resources, including inverter-based resources (IBRs) have 
significantly increased. The IBRs produce sinusoidal voltage 
and currents by using the power electronics interface. The 
response of an IBR to any disturbance depends upon the control 
design of the power electronics interface, which could be 
different based on the manufacturer, type of IBR (wind, solar, 
battery energy etc). It is in contrast to the standard design of the 
synchronous generator of the conventional system. 

This paper investigates the effect of high-level penetration 
of IBRs on the frequency response of the power system and the 
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frequency measurement of the protective relays. Firstly, the 
types of signals used for frequency estimation and the most 
commonly used frequency estimation algorithms are presented 
in Section II. In Section III, the various issues that arise during 
frequency estimation in IBR dominated grid are presented using 
the PSCAD simulation. PSCAD simulation uses the models of 
the real controllers employed in the field for various types of 
IBRs. The conclusions of the paper are presented in Section IV. 

II.  FREQUENCY ESTIMATION ALGORITHMS: AN OVERVIEW 

A.  Commonly used signals to estimate frequency 

The frequency can be estimated from any of the followings 
power system signals:  

 single-phase voltage 
 Clarke’s-transform of three-phase voltage 
 auxiliary voltage 
 single-phase current 
 Clarke’s-transform of three-phase current 
 neutral current 

Generally, voltage signal is used for frequency estimation as 
it is a stationary signal at steady state, i.e., amplitude and 
frequency remain constant during normal operations, and is less 
affected by transient and harmonics during the system 
disturbances. The Clarke’s transform of three-phase voltage has 
additional benefit that it provides a robust signal during single 
or double phase contingencies like faults, open pole, VT fuse 
failure. On the other hand, the magnitude of the current changes 
frequently and usually has higher harmonic content. However, 
there remain cases where only current waveforms might be 
available for frequency measurement, such as line differential 
and bus differential relays. Therefore, in this paper the 
frequency is estimated using both voltages and currents. 

B.  Commonly used algorithms to estimate frequency 

    1)  Zero Crossing 
The frequency of a periodic signal can be estimated by 

measuring the time period between zero-crossings. Zero-
crossing can be identified by the change of the sign of a sample 
as compared to the previous sample (positive to negative or 
negative to positive). The actual point of zero-crossing can be 
obtained by linear interpolation as shown in Figure 1.  

The frequency can be estimated from the zero-crossing 
timestamps as follow: 

 𝑓
𝑒𝑠𝑡

=
1

𝑇3 − 𝑇1

=
0.5

𝑇2 − 𝑇1

 (2) 

Where T1 and T3 are the zero-crossing timestamps when 
signal transitions from negative to positive and are mutually one 
cycle apart. T2 is the zero-crossing time stamp when signal 
transition from positive to negative. T2 is separated by half-
cycle from T1 and T3. As seen from eq (2), the frequency can 
be estimated once a cycle if timestamp T1 and T3 are used or 
twice a cycle if timestamps T1 and T2 or T2 and T3 are used. It 
is obvious that accuracy of the localization of a zero-crossing 
could be affected by the presence of the harmonics, noise, 
transients or other distortions. Therefore, a low pass filter can 
be applied to reduce the effects of harmonics and noise. The 

step changes in the phase of a voltage/current waveform can 
lead to few erroneous/unrealistic frequency readings, therefore, 
to further improve the accuracy of zero-crossing based 
methods, the post-filtering might be applied.  

Zero-crossing method can provide frequency measurement 
only after half or a full cycle delay. Various techniques can be 
found in literature such as [1], [2] which aim to enhance the 
dynamic behavior of Zero-crossing method. Nevertheless, 
Zero-crossing  method remains the most widely used algorithm 
owing to its simplicity. 

samples

interpolation

Zero crossings

T1 T2 T3

 
Figure 1: Detecting Zero-crossing based on linear interpolation. 

    2)  Discrete Fourier Transform (DFT) based method 
 

DFT is commonly used for calculating voltage and current 
phasors. For a discrete signal v(k) if a fundamental frequency 
cycle contains exactly N samples, then the phasor of 
fundamental frequency is obtained by the following expression: 

 𝑉(𝑘) =
2

𝑁
𝑣(𝑘 + 𝑛 − 𝑁 + 1) 𝑒   (3) 

𝑉(𝑘) is a phasor quantity with magnitude equal to the peak 
value of the signal and its phasor angle (𝜑) rotating with respect 
to time (t) as per: 𝜑 = 2𝜋𝑓𝑡 + 𝜑 , where f represents the 
fundamental frequency, 𝜑  represents the initial phase angle at 
t=0.  

As an example, consider, a 60Hz signal shown in Figure 
2(a). It can be seen that the phasor angle 𝜑(𝑡) as calculated by 
the DFT of the sine wave is varying linearly with respect to time 
(see Figure 2(b)). The fundamental frequency of the signal thus 
can be obtained by taking derivative of 𝜑(𝑡): 
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 𝑓 =
1

2𝜋

𝑑𝜑

𝑑𝑡
 

(4) 

Figure 2: Frequency as derivative of the phasor angle yielded by DFT 

The equation (4) only holds true if the one cycle of fundamental 
frequency contains exactly N samples per cycle. The off-
nominal frequencies will not contain exactly N samples per 
cycles and thereby resulting in errors in phasor estimation 
(magnitude as well as phasor angle) which in-turn affects the 
accuracy of the frequency estimation.  
To eliminate this error various approaches have been proposed, 
the main of which are: 

 Adaptive sampling rate: the sampling rate is updated 
according to the estimated frequency, so that the 
number of samples per cycle of the signal frequency 
remain constant. Carefully designed feedback is 
required to achieve higher accuracy with acceptable 
latency. 

 Adaptive DFT window length: the sampling rate 
remains fixed but the number of samples per cycle of 
the signal frequency are changed. Feedback loop is 
required to update the DFT window length based upon 
the measured frequency. Still, it is not guaranteed that 
updated DFT window length will contain exactly one 
cycle of the signal frequency. 

 Resampling: the received samples are resampled so 
that one cycle of signal frequency contains exactly the 
fixed number of samples. This approach is similar to 
adaptive sampling rate, but with key difference being 
that resampling is done at software level while in 
adaptive sampling rate the sampling rate is changed at 
the hardware level. Feedback loop will be required to 
resample the received samples as per the estimated 
frequency. 

 Analytical compensation of error: With fixed 
sampling rate and fixed DFT window length, this 
approach aims to find the error that would be incurred 
in the calculated phasor when the signal frequency 
deviates from the nominal frequency and then 
compensate it. The frequency is then calculated from 
the corrected phasor. 

In this paper analytical approach presented in [3] has been used. 

    3)  Signal demodulation  
It is known fact that when two sinusoidal signals are 

multiplied, the result can be represented as the summation of 
two sinusoids with frequency of one sinusoid being the 
summation of the frequencies of the original signals, while the 
frequency of the other sinusoid will be the difference of the 
frequencies of the original signals. Mathematically, it can be 
represented as follows: 

 𝐴 cos(2𝜋𝑓 𝑡 + 𝜑 ) . cos(2𝜋𝑓 𝑡)  

     =
𝐴

2
[cos(2𝜋(𝑓 − 𝑓 )𝑡 + 𝜑 )

+ cos(2𝜋(𝑓 + 𝑓 )𝑡) + 𝜑 ] 
(5) 

 
In signal demodulation method (SDM), the measured signal (vi) 
is multiplied by the nominal frequency as shown in Figure 3. It 
results in the signal (vm) which has a low frequency and near 
double frequency as per eq (5). Then the high/double frequency 
component is removed using low-pass filter with residue 
containing the signal (vo) whose phase angle is rotating with a 
frequency which is equal to the difference between nominal 
frequency and actual frequency. The actual frequency is 
estimated based on the rotating speed of the signal vo. In this 
paper SDM is modelled using the approach given in [4]. 

X Low-pass 
Filtervi

vm

e j(2π f
o
t)

vo

 
Figure 3: Schematic diagram showing the working principle of SDM method. 

As an example, consider measuring a 55Hz signal using 
SDM. Figure 4(a) shows a 55Hz signal used to estimate the 
frequency. Figure 4(b) shows the real and imaginary part of the 
modulated signal. Figure 4(c) shows the real and imaginary part 
of the low-pass filtered signal. Note the near double frequency 
and low frequency (5Hz) components in the modulated signal 
but only low frequency component in the filtered signal. The 
Figure 4(d) shows the estimated frequency using SDM. 
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Figure 4: Example of SDM method of frequency estimation (a) 55Hz 
waveform, (b) modulated signal with a near-double frequency and low-
frequency, (c) low pass filtered signal containing only low frequency, (d) 
estimated frequency 

III.  IBRS AND FREQUENCY MEASUREMENT ISSUES 

The synchronous generators have been in-service in the 
power systems for several decades and their design has 
remained consistent across the globe. Therefore, the response 
of synchronous generator and consequent effect on system 
frequency due to a fault or other disturbances is well 
understood. Additionally, the synchronous generators have 
massive rotating inertia associated with them and the turbine 
and excitation control systems are relatively slow, which lets 
the system ride through disturbances with very limited 
frequency excursions.  

Now on the other hand, IBRs are connected to the grid 
through a power electronics interface. The control design for 
power electronics interface varies from vendor to vendor and 
from the type of the IBR (wind: Type3 or Type4, solar). For 
example, the stator winding of the Type3 wind turbine is 
coupled directly to the power system while rotor is connected 
through power electronics interface. On the other hand, in 
Type4 wind turbines the rotor and stator windings are 
connected through power electronic interface. Similarly, solar 
is connected to power system through power electronics 
interface. Moreover, IBRs do not have rotating inertia 
associated with them and the control systems for power 
electronics devices are fast acting, which can produce faster 
frequency changes as compared to synchronous generator 
dominated systems. Thus, it is expected that the effect of IBRs 
on frequency due to system disturbances/faults will vary on 
case-by-case basis, depending upon the type of IBR control 
used, and possibly due to IBR manufacturer. This fact 
highlights the need for standards to regulate the frequency 

response of an IBR following a disturbance in the system. 
Moreover, the standards are not explicitly clear on the 
frequency measurement algorithms, such as type of algorithm, 
length of measurement window, latency, pre-filtering and post-
filtering etc.   

To study the impact of IBRs on the frequency estimation, a 
230kV system shown in Figure 5 was simulated in PSCAD. The 
PSCAD simulation utilizes the model of real commercially 
available controllers employed in the field for different types of 
IBRs which are: 1-Type-3 wind turbine generator (WTG); 2-
Battery energy storage system; 3-Type-4 off-shore WTG.  

 

iv

Transmission Line

IBRSRC1

 
Figure 5: Schematic of the system modeled in PSCAD.  

The transmission line is rated at 230kV and is modelled 
using frequency dependent model with total length of 50 km. 
The positive and zero-sequence impedances of the transmission 
line are (0.0347+0.4234j) Ω/km and (0.3+1.1426j) Ω/km. The 
transmission line is not ideally transposed. The source is 
modelled using a voltage source with internal impedance. The 
internal impedance of the source is changed to obtain different 
levels of Source impedance ratios (SIR) of 0.5, 1, 5. Usage of 
the different SIRs on LHS side provides the different 
penetration level of IBRs in the system. The current and voltage 
waveforms analyzed in this paper are recorded at the IBR side 
of the transmission line.  

A.  Pre-filter of the signals 

In conventional systems, the voltages are largely sinusoidal 
with very limited amount of harmonics or other higher 
frequencies. Even during a fault or any disturbance the voltages 
remain largely sinusoidal. However, IBR dominated systems 
require relatively larger harmonic filters, otherwise the voltages 
are likely to have higher content of harmonics.  

Figure 6 shows the voltage waveforms recorded from a 
system with conventional source under steady state, and the 
estimated frequency by zero crossing (ZC) and DFT methods 
without applying any filtering of the voltages. The signal 
demodulation (SDM) method is not shown because filtering is 
inherently applied in SDM. It can be observed that the estimated 
frequency by ZC and DFT methods is accurate and with virtual 
no excursions. The voltage waveforms are remarkably clean. 
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Figure 6: Estimated frequency by ZC and DFT methods (without 
filtering) in a conventional system.  

Figure 7 shows the phase voltages recorded from a system 
dominated by IBRs under steady state, and the estimated 
frequency using ZC and DFT methods without applying any 
filtering on the voltage waveforms. It can be observed that 
frequency estimated by ZC and DFT methods shows oscillatory 
behavior especially the DFT. The reason for relatively fast and 
larger oscillations specifically in DFT method is that DFT 
method is susceptible to harmonics and noise in the signal [5]. 
The oscillatory behavior of estimated frequencies is due to the 
presence of high frequency components presents in the voltage 
waveforms, which can be observed on careful observation of 
the waveforms shown in Figure 7. Note that the system is under 
steady state operation. 

Figure 8 shows the estimated frequency for the voltage 
waveforms from IBR dominated system with the application of 
a low band pass filter. The oscillatory behavior of estimated 
behavior has been significantly using a low band pass filter.  

It can thus be concluded that that applying low pass or low 
pass band filtering is strongly recommended for estimating 
frequency in IBR-dominated systems. The low band pass 
filtering is applied for ZC and DFT methods in all the cases 
presented in this paper, hereafter. 

 

 
Figure 7: Estimated frequency by ZC and DFT methods (without 
filtering) in an IBR-dominated system.  

 
Figure 8: Estimated frequency by ZC and DFT methods (with low 
bandpass filtering) in an IBR-dominated system.  

B.  Type of frequency measurement algorithm 

Figure 9 shows the recorded voltage and current waveforms 
for a solid phase-A to ground fault at the remote terminal of the 
transmission line as seen from IBR terminal, and the estimated 
frequencies from voltage and current using 3 different 
algorithms. The type of IBR is WTG Type-3.  
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Figure 9: Voltage and current waveforms for a solid phase-A to 
ground fault and estimated frequency from voltages and currents. 

It can be observed that the frequency estimated by DFT 
method (represented by fDFT) shows relatively very large 
frequency excursions as compared to the ZC and SDM methods 
(represented by fZC and fSDM, respectively). This is due to the 
fact that DFT method is a ‘short window’ method which aims 
to estimate the frequency component from the 3 consecutive 
phasor measurements, assuming that there is only frequency 
component in the signal. It makes DFT method to be very 
responsive to the instantaneous value of frequency but at the 
same time very sensitive to transients, harmonics, and noise in 
the signal. It is possible to adapt DFT algorithm to multiple 
frequencies in the system, however, the equations become 
cumbersome and relatively high computational power would be 
required to solve the equations numerically. It should be noted 
that a low pass filter is applied to the raw signal to filter out 
higher frequencies before applying to the DFT method.  

The ZC and SDM methods are essentially ‘long-window’ 
methods because: ZC makes frequency reading only when zero-
crossing is detected, irrespective of the instantaneous values of 
frequency during the whole cycle, while SDM removes the 
higher frequency during the low-pass filtering of the modulated 
signal. Therefore, ZC and SDM methods produce relatively 
small frequency excursions.  

However, these frequency excursions in ZC and SDM are 
relatively large as compared to the ones seen in conventional 
system. Therefore, the post filtering employed in frequency 
estimation algorithms to verify the sanity of the frequency 
measurement might require relaxation or it needs to be made 
adaptive.    

It brings forward an important question for the frequency 
response of IBRs to a disturbance or a fault. How the frequency 
should be interpreted by the IBR manufacturers, when there are 
multiple ways to estimate a frequency with each method 

providing different results. 

C.  System strength and frequency estimation 

The Figure 10 shows the recorded voltage and current 
waveforms for a phase-A to phase-C fault at the remote end of 
the transmission line as seen from the IBR side. The type of 
IBR is type-3 WTG, and the SIR of the source on LHS is 1.  

 
Figure 10: Voltage and current waveforms for an AC fault in a 
system with SIR=1 coupled to a Type-3 WTG. 

 
Figure 11: Estimated frequency from voltages and currents for an AC 
fault in a system with the SIR of the source on LHS=1, coupled to a 
Type-3 WTG. 

It can be seen from Figure 10 that following the fault a 
considerable amount of high frequency transients is present in 
voltage waveforms. It is therefore imperative for the zero-
crossing based frequency estimation to employ low-pass or a 
band-pass filter to filter out high frequency transients. On the 
other hand, the behavior of the current is markedly non-linear 
for approximately two cycles following the fault especially the 
time period between 1.04s to 1.06s. Since frequency 
measurement algorithms estimate frequency based on rate of 
change of the phase of the waveform, this non-linearity is 
expected to produce frequency excursions well-outside the 
expected range. 

Figure 11 shows the estimated frequency from voltage and 
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current waveforms for the above case using ZC and SDM 
methods. It can be seen that frequency measured from the 
voltage changes abruptly due to the step change in the phase of 
the voltage due to the fault, and then it settles close to the 
nominal value within 2 cycles. The frequency estimated from 
the current waveform shows relatively larger and longer 
frequency excursions.  

To understand the effect of increasing IBR penetration on 
frequency estimation the same fault scenario as previous case 
(same fault type, location, point on wave and resistance) except 
that the SIR of the source on LHS is increased to 5, i.e., IBR is 
coupled to weaker system in this case. Figure 12 shows voltage 
and current waveforms for this case. It can be observed that high 
frequency component in the voltage waveforms has become 
significantly larger as compared to the previous case. The non-
linearity in the current waveforms for couple of cycles after 
fault has become more pronounced.  

Figure 13 shows the estimated frequency from voltage and 
current waveforms for this case which shows that the frequency 
excursions are larger and last relatively longer as compared to 
the previous case. However, the frequency estimated using 
voltages is relatively less affected as compared to the frequency 
estimated using currents. This observation highlights the fact 
that the voltage at IBR terminals is predominantly governed by 
the grid while the current injected by IBR depends upon the 
control design and operating mode. Therefore, voltage 
waveforms are a better choice for frequency estimation in grids 
dominated by IBRs. 

 
Figure 12: Voltage and current waveforms for an AC fault in a 
system with SIR of the source on LHS=5 coupled to a Type-3 WTG. 

 

 
Figure 13: Estimated frequency from voltages and currents for an AC 
fault in a system with SIR=5 coupled to a Type-3 WTG. 

It is worth noting that the grid in the simulation is 
represented by a sinusoidal voltage source which has ‘infinite’ 
rotating inertia and can maintain voltage frequency at nominal 
value. However, in case of a real system with high level of IBR 
penetration, the grid might not be able to maintain voltage 
frequency close to its nominal value due to its limited rotational 
inertia. 

D.  IBR type and current frequency estimation 

As previously noted, the voltage frequency is largely 
dictated by the grid, however, the current frequency will depend 
upon the control design and operating mode. Therefore, voltage 
becomes the primary choice for estimating grid frequency. 
However, current frequency becomes crucial when voltages are 
not available for frequency estimation such as in line and bus 
differential relays. 

Figure 14 shows the recorded current waveforms for a same 
fault scenario with different type of IBRs in the system. The 
fault case under consideration close-in forward phase-A to 
phase-B solid fault with type of IBR being used: (a) WTG 
Type-3, (b) WTG Type-4 (Offshore), (c) BESS Type-4. The 
outline, the amount of high frequency components, the non-
linearity of current waveforms is different in each case, 
especially immediately after the fault inception. Figure 15 
shows the frequency measured from the currents in each case 
using ZC and SDM methods. A wide divergence in the 
frequency measurements immediately after the fault inception 
can be observed in each case. However, after about 100ms after 
the fault inception the frequency measurements start 
converging on the final ‘steady-state’ measurements. This is 
inline with the observation made in [6], that after the 
disturbance detection and control system transient period is 
over, the IBR behavior reaches ‘steady-state’ fault behavior.  

Thus, when frequency is estimated from currents, using the 
delayed frequency measurements would be more accurate for 
frequency relaying instead of the frequency measurements 
immediately following the fault.  
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Figure 14: The recorded phase current waveforms for a solid phase 
A to phase-C, close-in forward fault at the IBR terminal of the 
transmission line for different types of IBRs. 

 
Figure 15: The estimated frequency following a solid phase A to 
phase-C, close-in forward fault at the IBR terminal of the 
transmission line for different types of IBRs. 

E.  Real field case 

Figure 16 shows the current and voltage waveforms from 
real field case of a 3-phase fault from a grid dominated by IBRs. 
By observing the voltage waveform, we can clearly identify 
four different operating behavior of the system: 

1. Pre-fault 
2. A 3-phase fault which is cleared about 120ms later 
3. A period of duration of approximately 150ms with 

relatively higher frequency than the nominal frequency 

and considerable non-linear behavior. 
4. ‘Ramping-down’ of the voltage magnitude with a stable 

frequency.  

 
Figure 16: Voltage and current waveforms for from real field case of 
a 3-phase fault in grid dominated by IBRs. 

Figure 17 shows the frequency measured from voltage and 
currents for this case. It can be seen from Figure 17 that the 
voltage and current frequencies rise rapidly following the 
inception of the fault. When the fault gets cleared the current 
becomes zero and as a result current frequency becomes zero. 

On the other hand, the voltage frequency drops momentarily 
to about 55Hz and then rises to about 70Hz within next 50-
100ms. Thereafter, the voltage frequency briefly ‘levels-off’ at 
about 65Hz for approximately 50ms which is then followed by 
quick ramping down to its final value of approximately 45Hz. 

 
Figure 17: Estimated frequency from voltages and currents for a 3-
phase fault in grid dominated by IBRs. 

From Figure 17, it can be seen that system frequency 
changed from its nominal value of 50Hz to about 70Hz and then 
finally settling at 45Hz, all with-in a span of 300ms. It shows 
that very fast and wide frequency excursions occur in the 
system dominated by IBRs. This brings forth the effect of such 
fast excursions on the Rate of Change of Frequency (RoCoF) 
element. 

RoCoF element is very sensitive to the change in estimated 
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frequency. The change could be the real organic change or an 
error in the frequency measurement. Figure 18 shows the 
calculated value of RoCoF for the real case shown in Figure 16. 
RoCoF is calculated by averaging the frequency over a 4-cycle 
window as well as with-out averaging. It can be seen that when 
frequency is not averaged, the RoCoF values in the range of 
400-500Hz/s are observed. When the RoCoF is measured from 
averaged frequency over 4-cycle the RoCoF values still remain 
in the range of 100-300Hz/s. The question arises what is the 
significance of such large RoCof values? Is it an actionable 
input or is it a mere transient behavior and that RoCoF based 
decision should be delayed letting RoCoF values settle? 

It highlights the ‘double-duty’ that is required of the 
frequency measurement algorithms with regards to the sanity 
check. Firstly, the sanity-check has to be ascertained that 
whether the frequency measurement is credible or not. 
Secondly, its has to be ensured that the any valid frequency is 
not rejected by sanity-check, given the wide frequency 
excursions observed in IBR-dominated systems.  

 
Figure 18: Rate of Change of Frequency (RoCoF) calculated using 
frequency estimated from voltages using ZC method. 

F.  Findings and Recommendations 

Following are the findings and the recommendations for 
estimating the frequency in the system dominated by IBRs 
based on this paper: 

1. Low pass or low band pass filtering is strongly 
recommended/critical for frequency measurements 
due to high frequency components in the voltage and 
currents signals near IBRs. 

2. The frequency estimation techniques that are aimed at 
providing instantaneous value of the frequency are 
likely to produce larger frequency excursions as 
compared to the techniques which provide frequency 
measurement over a window of time. A careful 
examination and selection of the frequency estimation 
technique must be made. 

3. Larger frequency excursions during disturbances are 
expected in a weaker system as compared to the 
stronger system. Voltages are relatively less affected 
than current. 

4. The type of the IBR type and control mode used could 
affect the accuracy of the frequency measurement 

from the current waveforms immediately following 
the inception of a fault. This is due to the different 
transient behavior of the control system. The control 
system reaches ‘steady-state’ normally in 5-6 cycles. 

5. Standard acknowledges that IBR frequency response 
may not be accurate especially at the beginning of the 
disturbance. 

6. ROCOF estimation depends crucially upon the post-
filtering of the frequency measurements. Sanity check 
of frequency measurements has ‘double duty’ in IBR-
dominated systems, i.e., to discard erroneous 
frequency measurements while accommodating larger 
possible frequency excursions in IBR-dominated 
systems. 

IV.  CONCLUSION 

This paper presented the basics of frequency estimation, the 
commonly used methods, and signals for the frequency 
estimation.  The various challenges that will be encountered 
while estimating frequency in the IBR-dominated systems have 
been presented in this paper through PSCAD simulation. The 
model of real commercially available controllers employed in 
the field have been used in PSCAD simulation, providing the 
results which would emulate real cases in the field. Based on 
the observations from the simulation, the recommendations 
regarding the pre-filtering, post-filtering, type of frequency 
estimation method, advantages, limitations of using voltage vs. 
currents waveforms for estimating frequency have been 
discussed. 

IEEE 2800 standard does not require frequency or change of 
frequency protection for the IBR plant itself, but frequency 
protection still can be used for the system protection and can be 
deployed in the vicinity of the IBR plant.  

However, protective relays performance deployed in the 
vicinity of the IBR plant can be affected by the erroneous 
frequency measurements, particularly it can affect tracking 
frequency and protection elements using voltage and currents 
which can be at different frequency during faults.    
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